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This extended abstract reports about the work in
(Giordano, Gliozzi, and Theseider Dupré 2022), concern-
ing a logical interpretation of Self-Organising Maps
(SOMs) (Kohonen, Schroeder, and Huang 2001), based
on a multi-preferential semantics for weighted condition-
als, as well as on a fuzzy semantics. The work stems
from the area of conditional and preferential reasoning.
In fact, preferential approaches to common sense rea-
soning (e.g., by Pearl (1990), by Kraus Lehmann and
Magidor (1990), by Lehmann (1992), by Benferhat et al.
(1993)) have their roots in conditional logics (Lewis 1973;
Nute 1980), and have been recently extended to De-
scription Logics (DLs), to deal with inheritance with
exceptions in ontologies, by allowing non-strict form
of inclusions, called defeasible or typicality inclusions.
Different preferential semantics (Giordano et al. 2007;
Britz, Heidema, and Meyer 2008) and closure constructions
(starting from Casini and Straccia’s work (2010)) have been
proposed for defeasible DLs.

Fuzzy description logics have also been widely studied
in the literature for representing vagueness in DLs (see
(Lukasiewicz and Straccia 2009) for a survey), based on the
idea that concepts and roles can be interpreted as fuzzy sets
and fuzzy binary relations.

The paper aims at developing a logical interpretation of
SOMs after training. SOMs have been proposed as possible
candidates to explain the psychological mechanisms under-
lying category generalisation. They are psychologically and
biologically plausible neural network models that can also
learn after limited exposure to positive category examples,
without any need of contrastive information. We consider a
“concept-wise” multi-preferential semantics, which has been
first introduced as a semantics of ranked knowledge bases
in a lightweight DL (Giordano and Theseider Dupré 2020),
and takes into account preferences with respect to different
concepts. It is shown that both the multi-preferential seman-
tics and a fuzzy semantics can be used to provide a logical
interpretation of SOMs, and to allow for the verification of
properties of a trained SOM by model checking.

Both interpretations are based on the idea of associat-
ing each learned category to a concept in the language
of the simple description logic LC, which does not allow
for roles and role restrictions, but allows for the boolean
combination of concepts. We show that the learning pro-

cess in self-organising maps produces, as a result, either
a fuzzy model, in which each concept (or learned cate-
gory) is interpreted as a fuzzy set over the domain of in-
put stimuli, or a multipreference model by associating a
preference relation to each concept (each learned category).
Both models can be exploited to extract or validate knowl-
edge from the empirical data used in the learning process
and the validation can be done by model checking. The
verification of logical properties of a neural network can
be useful for post-hoc explanation, in view of a trustwor-
thy, reliable and explainable AI (Adadi and Berrada 2018;
Guidotti et al. 2019).

Concerning the preferential semantics, based on the as-
sumption that the abstraction process in the SOM is able to
identify the most typical members of a given category, in the
semantic representation, we identify some specific stimuli
as the typical exemplars of the category, and define a pref-
erence relation among exemplars. To this purpose, we use
the notion of distance of an input stimulus from a category
representation. The idea is that, given two input stimuli x
and y, and two categories/concepts, e.g., Horse and Zebra ,
the neural model can, for example, assign to x a degree of
membership in Horse which is higher than the degree of
membership of y, so that x can be regarded as being more
typical than y as a horse (x <Horse y), but less typical than y
as a zebra (y <Zebra x ). A preferential interpretation can be
built over the domain of input stimuli (plus the best match-
ing units), and used for checking properties such as: “are
typical instances of C1 also instances of C2?”, by exploiting
the fact that the map is organized topologically.

To develop a fuzzy interpretation of SOMs as fuzzy DL
interpretations, the paper exploits the notion of relative dis-
tance introduced by Gliozzi and Plunkett (2019) in their
similarity-based account of category generalization based on
SOMs. This is done by interpreting each category (concept)
as a fuzzy set mapping each input stimulus to a value in [0, 1],
based on the map’s generalization degree of category mem-
bership to the stimulus as in (Gliozzi and Plunkett 2019). A
fuzzy model of the SOM is defined as a fuzzy LC interpreta-
tion. As for the multipreference semantics, model checking
can be used for the verification of inclusions (strict, defea-
sible or fuzzy inclusions) over the fuzzy model of the SOM
(e.g., “are the instances of category C1 also instances of C2

with a degree ≥ 0.8?”). Starting from the fuzzy interpreta-



tion of the SOM the paper also provides a probabilistic in-
terpretation of this neural network model based on Zadeh’s
probability of fuzzy events (Zadeh 1968).

The strong relations between the logics of common-
sense reasoning and SOMs also extend to other neu-
ral network models, in particular, to Multilayer Per-
ceptrons (MLPs) (Haykin 1999). For MLPs, under a
fuzzy multi-preferential semantics, a deep neural network
can itself be regarded as a conditional knowledge base
(Giordano and Theseider Dupré 2021), where conditional
implications are associated to synaptic connections with
their weights. Conditional implications with a weight can
as well be extracted from a SOM.

Conditional logic belong to a family of logics which are
normally used for hypothetical and counterfactual reason-
ing, for common sense reasoning, and for reasoning with
exceptions. That one such logic can be used for captur-
ing reasoning in a deep neural network model can be rather
surprising. It suggests that slow thinking and fast thinking
(Kahneman 2011) might be more related than expected.

While a neural network, once trained, is able and fast
in classifying the new stimuli (that is, it is able to do in-
stance checking), other reasoning services such as satisfi-
ability, entailment and model-checking are missing. Such
reasoning tasks are useful for validating knowledge that has
been learned, including proving whether the network satis-
fies some (strict or conditional or fuzzy) properties.

The work summarized in this abstract opens to the pos-
sibility of adopting conditional logics as a basis for neuro-
symbolic integration, e.g., learning the weights of a condi-
tional knowledge base from empirical data, and combining
the defeasible inclusions extracted from a neural network
with other defeasible or strict inclusions for inference.

To make these tasks possible, proof methods for such
logics are needed. Undecidability results for fuzzy
description logics motivate the investigation of many-
valued semantics for weighted conditional knowledge
bases. In the finitely many-valued case multiprefer-
ence entailment is decidable for weighted LC knowledge
bases and can be computed based on ASP encodings
(Giordano and Theseider Dupré 2022). Whether a mapping
of multilayer networks to weighted conditional KBs can be
extended to other neural network models is an issue for fu-
ture investigation.
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